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ABSTRACT

This thesis develops a program which will merge or

overlay imagery and terrain elevation data and create a

synthetic 3-D perspective view of the ocean bottom. The

observer may position himself at various locations and see

the terrain from different viewpoints. The elevation data

is grouped into triangular panels and the color

information is averaged from the imagery data file. The

entire panel is assigned a single color equal to the

average. These panels are then projected onto an image

plane by using a 3D to 2D perspective transformation.

Hidden surfaces are removed by a "painters" algorithm

which relies on sorting the panels based on distance from

the observer.
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I. INTRODUCTION

The goal of this thesis is to develop the software

required to display a 3-D perspective view of combined

sonar imagery and bathymetric data. The result is a

synthesized image representing a 3-D perspective view of

the terrain from a given observer location.

The issues involved include: first, how can the sonar

imagery data and the bathymetric data be combined; second,

what is the methodology of creating the 3-D perspective

view from all observer locations; third, how fast can each

view be generated using real data and fourth, how is the

picture quality affected by the resolution of the data.

Conventional methods of displaying elevation data are

with contour lines or 3-D grid line drawings. Some

applications merge the contour lines with color data and

this aids in the overall comprehension of the data.

Recently the speed of the digital computer has been called

upon to generate 3-D views based on elevation with

shading. The shading value may be based on the elevation,

or may be based on other information available. These

displays are an improvement over the simple contour plots,

as well as the 3-D grid line drawings. The advantage of

1



any 3-D perspective display method is the ability to

"see" the terrain in a fashion which appears normal to

the observer.

Applications of this method range from low cost flight

simulators for manned or unmanned vehicles to real time

displays of multiple source information in a fashion which

results in a greater level of comprehension or

interpretation. For example, a combat aircraft pilot must

be able to assimilate vast amounts of data. The pilot must

search multiple electronic displays in order to put

together a picture of the environment in his mind. The

pilot must answer several questions simultaneously: Where

am I?, Where are my friends?, Where is the enemy?, What

is the condition of my aircraft? Simplifying the

presentation of this information in a simulated

perspective view of the surrounding environment will

improve the response of the pilot.[Ref. 1, p. 64] The

ability to combine the various data types into a combined

display is a form of "sensor fusion". In the aircraft

example the data may be video from external video cameras

and radar or infrared sensor returns.

Generally, sensor fusion refers to the ability to

merge layers of information from various sources into a

new form. The data may be imagery data from Landsat or

aircraft, or any other layer of data within the same

geographical area such as magnetic anomaly or infrared

2
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response data. These various types of data must be in a

form which can be represented by a specific c-lor or gray

shade. Adding color or shading from the other data source

allows the correlation between it and the terrain

elevation data to become apparent. A specific area of

interest includes shipboard systems where numerous sensors

are gathering data and the operator selectively views the

output from a single sensor or a combination of sensors.

If the outputs from multiple sensors are combined into a

3-D perspective view of the surrounding environment, the

response time of the operator will improve. By utilizing

the 3-D techniques, a view forward of the ship could be

displayed on a CRT screen. Combining radar elevation data

with an image file database would permit the formation of

a 3-D perspective view of the radar image. This same

technique used with the sonar data obtained by the ship's

sonar systems and imagery data files of the harbor channel

would allow a realistic view of the channel and permit

more efficient usage of the available sonar systems.

The software developed in this thesis overlay side-

looking sonar imagery data of the ocean bottom onto the

bathymetric data of the same geographic area. This is an

extension of work by L. Coleman [Ref. 2). Coleman's work

concentrated in generating a 3-D perspective view of land

terrain. Several items added in this work include the

ability to approach the area from any heading (observer

3



locations within the area boundaries are permitted),

reduction of the time to create one image, and drawing of

the image is included in the main routine. In addition to

the work by Coleman, a separate project by McGhee, Zyda,

Smith and Streyle incorporates many of the same techniques

[Ref. 3). The imagery data is in the form of a 512 x 512

pixel image with 256 possible gray levels. The bathymetric

data is gridded and consists of depth values on a latitude

longitude grid. The bathymetric data, called the elevation

data, is segmented into triangular panels. The boundaries

of each panel overlay the image data, image pixels inside

the panel are averaged and this average gray level is

assigned to the entire panel. To generate the perspective

view, each elevation point is projected onto an image

plane located at the observer location, and oriented with

respect to the observer course. This projection is

accomplished through a 3D-2D perspective projection

transformation which maps the elevation point coordinates

to image plane coordinates. The synthesized image is

generated on a monitor and approximates the view from the

observer position with a 38.6 degree field of view. The

synthesized view is directly affected by the resolution of

the input data. The elevation file resolution affects both

the elevation drawing and the shading of the image.

Shading is affected due to the averaging of pixel shades

within each triangle. The drawing is affected by the low

4



sampling rate of the terrain; only the larger features

will be present in the displayed image.

The software is implemented in FORTRAN on a DEC Micro-

Vax GPX II. This system is capable of 1024 x 864 pixel

resolution, with 256 colors or 256 gray levels. A graphics

software package from DEC, MicroVMS Workstation Graphics

Software version 3.0, is used to draw and fill each panel

on the monitor. The software may be run on other systems,

with changes required in the screen plotting routines and

the number of shades or color selection. Also the size of

the input data files may be limited on other systems which
I

do not have sufficient memory to store the input data in

arrays. Results of this work show that the performance is

limited by the plotting speed of the Micro-Vax. The

calculation of the perspective image is approximately 11%

of the total time required to complete the process. The

remainder of time is used to draw the image on the screen.
I

Using this software, an observer may select a position

and heading and "see" the ocean bottom terrain in a 3-D

perspective form. The observer heading is not limited, the

position may be within the boundaries of the area

selected, and the view is generated directly on the

screen. Several options are available including a

magnification factor, elevation scale exaggeration, saving

the image to disk and the ability to respecify a new

observer location. The speed of image generation is

5
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directly affected by the resolution or size of the input

data files, using 61 x 61 elevation points, an image is

generated in 40 seconds.

Chapter Two will cover the basic image geometry in

order to develop the perspective projection transformation

equation, and the orientation of the image plane. Chapter

Three details the data file formats, resolution and how

they are prepared for use in the main routine. Chapter

Four covers the implementation of the algorithms in the

program and any alternatives which were investigated.

Chapter Five details program operation and Chapter Six

piesents conclusions and several recommendations for

improvement or further study.

6



II. IMAGE FORMATION USING TRANSFORMATION GEOMETRY

Inherent in this project is the ability to take the

two dimensional gridded elevation data which represents a

three dimensional object and display a perspective view on

a two dimensional monitor. Two basic approaches, namely,

parallel or perspective projection can accomplish this.

A parallel projection is one where the points of the

object are projected onto the image plane by parallel

lines, that is the projection lines do not converge. This

method has the advantage of maintaining relative

dimensions of the object and is useful for obtaining

measurements [Ref. 3, p. 52).

In the perspective projection all points are projected

onto the image plane through a reference point which will

be called the focal point [Ref. 4, p. 133]. In this

method, the relative dimensions of the object are not

preserved, but the image appears more realistic. Figure

2-1 illustrates the two methods. Because the goal is

feature recognition and interpretation through screen

display and not precise measurement, the perspective

projection is used.

7
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The perspective projection may be generalized as a

reference 3-D to 2-D transformation and is illustrated in

matrix notation:

A= [M] (2.1)

where: A-represents a vector in the image 3D

coordinate system

B-represents a vector in the object 3D

coordinate system

H-represents the transformation matrix

A. COORDINATE SYSTEMS

Equation 2.1 refers to the image 3-D coordinate system

and the object 3-D coordinate system. The object is

located in a right-handed 3-D cartesian coordinate system

where each object point is described in terms of (X,Y,Z)

geo-rectangular coordinates. The center of the earth is

located at (0,0,0), the X-axis points to the intersection
S

of 0 degrees latitude and 0 degrees longitude, the Y-

axis points to the intersection of 0 degrees latitude and

90 degrees east longitude and the Z-axis points to true

north. Figure 2-2 illustrates this coordinate system.

There is a direct relationship between the latitude,

longitude, height with respect to sea level and the

(X,Y,Z) object coordinates. The input data is supplied on

a latitude, longitude grid and is converted to (X,Y,Z)

9
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Do 00 PO i I I IY

Figure 2-2 Object Coordinate System

coordinates for use in the transformation equations. The

image coordinate system is also a right-handed 3-D

cartesian system. The focal point is located at

(xO,yO,F). Figure 2-3 illustrates the image coordinate

system.

B. 3-D PERSPECTIVE TRANSFORMATION

The elements of the [M) matrix in equation 2.1 are the

cosines of the spatial angles that each of the image

system axis x,y,z make with each of the object system axis

X,Y,Z. This substitution results in the following specific

form for the matrix [M]. [Ref. 4, p. 139]

10



A Y

Figure 2-3 Image Coordinate System

cosxX cosxY cosxZ M11 M1 2 M1 3 ]
M = cosyX cosyY cosyZ = M2 1 M22 82 3  (2.2)

coszX coszY coszZ M3 1 M32 M3 3

By convention the [M) matrix transforms from the

object system to the image system [Ref. 4, p. 139). Using

this matrix, every object point may be converted from the

3-D XYZ coordinates to the xyz image coordinates.

At this point the relation for a single object point

is developed. Once defined, the relation may then be

applied to all the vectors from the object to the focal

point. Figure 2-4 illustrates the object and image space

coordinate systems. Define the vector <FA> as a vector

11



OBJECT SPACE

YF YIMAGE 

PLANE

XF

xx

Figure 2-4 Object and Image Space Systems

from the focal point (F) to a point on the image plane (A)

and the vector <FB> as a vector from the focal point (F)

to an object point (B). Note that the image vector <FA>

is collinear with the object vector <FB>. [Ref. 4, p.

141]

FA = k FB

where: FA - image vector

FB - object vector (2.3)

k - constant of proportionality

12



Using the image space coordinates (x,y,z) to describe <FA>

and object space coordinates (X,Y,Z) to describe <FB>

gives:

FA YA , Y B- F (2.4)

ZB -Z

Then using equation 2.1 to express <FA> in the xyz image

system yields:
-A - k M ] FB (2.5)

or after substitution:

[YA-fYO] k [L I B - YF (2.6)

L ZB - ZF

Equation 2.6 is a form of the collinearity equation, it

forms the basic relationship that the focal point, the

image point and the object point are in a straight line.

The values of xO and yO allow for the observer to be

slightly misaligned with the image plane z-axis and

generally are set equal to zero. This is the fundamental

relationship used in this project to create the

perspective views on the monitor screen. [Ref. 4, p. 141]

This transformation will be called upon after the

elevation points have been grouped into triangles and the

observer location has been entered. Each elevation point

in front of the observer will be transformed to image

plane coordinates for subsequent drawing on the 2-D

screen.

13
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III. DATA FILE FORMAT FOR DIFFERENT SENSOR IMAGES

Input to the routines consist of two data files, the

bathymetric data and the image data. Each of these is

described below.

A. BATHYMETRIC DATA

The bathymetric data was obtained from the Defense

Mapping Agency/National Geophysical Data Center. The

complete data base should be referenced as "Digital

Bathymetric Data Base-Unclassified" or (DBDBU). The area

which was used here extends from 50 degrees north

latitude, 140 west longitude to 32 degrees north, 120 west

on a 5 minute by 5 minute grid. Each value describes the

depth in meters below sea level at a given coordinate

location. Values which lie above sea level are assigned

-10 to avoid ambiguity.

Extracting the area of interest is performed by a

utility program, CROPELEV.FOR. The user enters the

latitude and longitude of the southwest corner of the area

of interest and the number of rows and columns desired.

Each row and column is 5 minutes of latitude and longitude

respectively.

14
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After the area of interest is selected, the data is

extracted from the original file and placed in row-

column format where the rows correspond to latitude and

the columns represent the longitude. Row numbers increase

from south to north and column numbers increase from west

to east. The first record of the file is a header

containing the latitude and longitude (deg, min, sec) of

the southwest corner, the latitude and longitude

resolution in seconds and the number of rows and columns

of data. Figure 3-1 illustrutes this file format. This

file is stored on disk and loaded into the variable

RELEV(*,*) at runtime.

B. IMAGERY DATA

The sonar imagery data was obtained from the U.S.

Geological Survey, Department of the Interior "Atlas of

the Exclusive Economic Zone, Western Conterminous United

States", [Ref. 5]. This atlas consists of 36 two degree

mosaic images at a scale of 1:500,000. Coverage extends

from 49 degrees north, 130 west to 30 degrees north, 117

west. These images were obtained using a unique side-scan

sonar system called GLORIA (Geological Long-Range Inclined

Asdic). (Ref. 5, p. 2] This sonar system allows mapping

of large areas of ocean bottom on a single pass of the

ship. Figure 3-2 lists several characteristics of the

GLORIA system.

15



RECII #10 I I I
32s 40 n

REC #4+++++++
39s 10ON

REC #3+++++++
39s.05 N

REC #2 II
39. 00 N 1391 40W 139,00 V

REL #1 LATO. LATM. LATS. LaND. LONM. LONS. DJ..AT. D.J.ON. WCOLS. NROVS

Figure 3-1 Bathymetric Data File Format
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Gloria Side Scan Sonar Specifications

Size .................... 7.75 x .66 meters

Weight .................. 2 tons

Scan .................... 30 km/side = 60 km
swathwidth at 10 kts.

Power ................... 10 kw/side

Beamwidth ............... 2.5 deg azimuth
10 deg vertical

Resolution .............. 30 x 218 meters/pixel
at 5000 meters depth

Frequency ............... 6.5 kHz

Figure 3-2 Some Characteristics of the
Gloria II Side-Scan Sonar

[Ref. 6, p. 7]

Each mosaic image is a half-tone black and white

print of the acoustic reflectance of the sea floor with

white representing the highest reflectance and black the

lowest reflectance. As seen in Figure 3-2, the resolution

of each pixel is distorted (30 meters by 218 meters) due

to the ships motion along a track perpendicular to the

scanning direction. The smaller value (30 meters) is the

resolution in the cross-track direction while the larger

value (218 meters) is in the along track direction. Prior

to forming the mosaic images, aspect ratio distortion is

removed by correcting for geometric and radiometric

17



distortions in the raw data. The final resolution, after

correction, used to create the mosaics is about 50 meters

x 50 meters. This relatively low resolution image can

show only large scale features but may point out areas

wl-ich deserve additional attention. Also note that this

resolution is several orders of magnitude better than the

available bathymetric data. [Ref. 6, p. 3)

Digital sonar imagery data was not available for use

in this thesis. In order to determine the effectiveness of

this imaging method, the digital image data was created by

locally digitizing the mosaics contained in the atlas.

This provided digital imagery data in the following form,

512 x 512 pixels with :ach pixel using one byte of storage

resulting in 256 shades of gray. This data is stored on

disk in direct access form as 512 fixed length records

with 512 bytes per record. Record one is the northern end

of the image and record 512 is the most southern end of

the image. Figure 3-3 illustrates the orientation of the

image file. The disk file is loaded into the variable

IMNGE(*,*) at runtime.

Ideally, the digital imagery data would be directly

available, either from the GLORIA side-scan sonar or from

other sonar systems. If this were the case, the data would

require processing to remove the different sources of

error and to convert it from its native form into the

form required in this project. Processing techniques for

18
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Figure 3-3 Image File Orientation

GLORIA digital data is discussed in Ref. 7, "Processing

Techniques for Digital Sonar Images from GLORIA" by Pat S.

Chavez, Jr.

The current limitation for input data is 70 rows by 70
I

columns for the elevation data and 1024 rows by 1024

columns for the image data. These dimensions may be

increased to accommodate higher resolution data; the

19
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tradeoff is speed of execution. The number of triangular

panels is a function of the elevation data size,

specifically:

#panels = ((#rows - 1)* 2) * (#cols - 1) (3.1)

An elevation file with resolution 20 x 20 has 722

panels; increasing the resolution to 100 x 100 results in

19,602 panels. Each panel is projected point by point then

sorted and drawn for every image view constructed. The

increase in computation time follows directly. In addition

to the elevation file resolution, the image file

resolution may be increased. The cost in computation is

not severe in this case because the image file is accessed

only once when the image pixels are averaged to calculate

the color or gray level for the individual panels. This is

done prior to displaying the first image and is not

repeated unless the program is exited and restarted.

20



IV. ALGORITHMS FOR COMBINED 3-D PERSPECTIVE DISPLAY

The main routine begins by reading two input data

files into the arrays RELEV(*,*) and IMAGE(*,*). Figure

4-1 illustrates the steps involved in displaying the image

on the monitor.

The procedure begins by forming the triangles in the

grid of the elevation data, averaging the image pixels

inside each triangle and assigning the average gray

intensity to the panel (one triangle). The observer

location is read, then the image plane coordinate system

is constructed. Based on the orientation of the image

plane the [M] matrix is calculated and used to map the

elevation points to the image plane. A 2-D to 2-D affine

transform is used to convert the points from image plane

coordinates to the screen coordinates. To display the

perspective view on a flat screen, triangles which are

hidden behind foreground objects must be removed. This

hidden surface removal is performed by calculating the

distance from the panel to the observer and drawing the

panels in sequence from the farthest to the nearest. This

chapter will cover these areas in detail and also discuss

alternatives which were considered, but not implemented.

21



Begin

Load input data file
Read in elevation (bathymetric) data
Read in imagery data

Construct triangles in elevation data grid
Average the gray shade in each triangle

Get observer location

Form the image plane vectors
Calculate the elements of the [M] matrix

Transform to the image plane
Determine which panels are visible

Convert to screen coordinates

Remove hidden surfaces

Plot results on screen

End

Figure 4-1 Basic Program Flow

A. POLYGON FORMATION AND SHADING

Solid objects may be represented in numerous ways.

Some objects lend themselves to being described in terms

of a number of planes or surfaces. A cube, for example may

be precisely defined with six planes [Ref. 8, p. 189]. As

the object or scene becomes more complex, the number of

surfaces required to accurately describe it increases.

This method of representing a 3-D surface by plane

surfaces lends itself particularly well to this

22



application. It allows for easy calculation of the color

or gray level by averaging of pixels contained within the

panel, easy transformation to the image plane, and easy

use of graphics hardware to execute the polygon fill

operation. This last feature is most important; earlier

work in this area pointed out the amount of time required

to draw based on a point by point method [Ref. 2, p. 56).

Using the graphics hardware polygon fill capability

alleviates this problem.

The input elevation data is supplied in gridded form

and is easily partitioned into squares and ultimately

into triangles. Figure 4-2 illustrates the partitioning of

the elevation data into triangles. The procedure for

selecting the gridsquares and forming the triangles is

given as psuedocode in Figure 4-3. The column coordinates

of each point are stored in IA(*) and the row coordinates

are stored in the JA(*) array. Starting in the southwest
I

corner, the program selects four elevation points which

form a gridsquare. These foxur points are called nodea,

node_b, nodec and noded. The gridsquare is divided into

two triangles by calculating the equation of the line

which divides it. This dividing line is completely

described by the slope and y-intercept. The column
boundaries are defined by IA(node_a) and IA(node b) ; the

row boundaries are defined by JA(nodea) and JA(node_c) .

For each incremental step from the eastern (right hand)

23



North

"GRID-
SQUARE"

~ East

View from above looking down on the terrain.

-Terrain elevation points are connected
to form triangular polygons with common

*edges.

Figure 4-2 Polygonal Terrain Construction
[Ref. 3, p. 35]
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BEGIN

DO select a gridsquare

(*select four nodes which make one gridsquare*)

READ node a

READ node b

READ node c

READ node d

(*calc slope and y-intercept of line forming
the triangle*)

slope = rise / run

y-intercept = y - slope * (x)

DO M = IA(node-b) to IA(node_a) step -1

IY=(slope) * M + y-intercept

DO L = JA(node-b) to IY step -1

(*average image pixels in lower triangle*)

END DO

DO L = IY to JA(nodec) step -1

(*average image pixels in upper triangle*)

END DO

END DO

PLAR(*,*) = nodes of triangle, average gray shade

END DO

END

Figure 4-3 Polygon Formation Psuedocode
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boundary, IA(node-b) to the western (left hand) boundary,

IA(nodea), a value of y equal to IY is calculated based

on the equation of the dividing line. The image pixels

above and below this line are averaged separately for the

upper and lower triangles. The process is repeated for

each incremental step in the columns from right to left.

This scanning and averaging pattern is illustrated in

Figure 4-4. Note that the scan pattern is from bottom to

top, right to left in each triangle. [Ref. 2, p. 39] The

average shade of the triangle along with the panel number

and vertices are stored in array PLAR(*,*). The data

structure is shown in Figure 4-5. Notice that PLAR(*,5)

generally is not used, it will be used to store the

maximum distance of the plane from the observer.

B. IMAGE PLANE FORMATION, PERSPECTIVE VIEW CALCULATION

After the shading for each panel is calculated, the

observer's location is entered. This consists of latitude

and longitude (deg, min, sec), height with respect to sea

level and heading. The latitude, longitude and height data

is converted to object space coordinates XI,Yl,Zl while

the heading is used to select a second point in front of

the observer. This second point X2,Y2,Z2 forms the line of
0

sight (LOS) vector for the observer. The negative LOS

2
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Figure 4-5 Layout of PL-AR Array

S- ii

vector is the z-axis of the image coordinate system as

seen in Figure 2-3. This is formulated as shown:

ZVECX = X1 - X2

ZVEC¥ = Yl - Y2 (41)
ZVEC Z = Z1 - Z2

zvE.c =ZwEcxx  + ZV• zv~y + zvE~cZ z
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The image plane y-axis is constructed by creating a vector

which points upward from the center of the earth to the

observer location. The (X,Y,Z) coordinates of the observer

location (Xl,Yl,Zl) form this vector. The y-axis is

described by:

YVECX = X1

YVECy - Y1 (4.2)

YVECZ = Zl

YVEC = YVECx x + YVECy y + YVECZ z

The image coordinate system is a right-hand system.

Therefore, the cross product of the y-axis and z-axis

forms the x-axis. The x-axis of the image plane is

constructed as follows:

XVEC X = ((YVECy x ZVEC Z ) - (YVECZ x ZVECy))
XVECy = ((YVEC Z x ZVECX ) - (YVECX x ZVECz)) (4.3)

XVEC Z = ((YVECX X ZVECy) - (YVECy x ZVECx))

XVEC = XVECx x + XVECY Y + XVECz z
S

The (M] matrix is calculated using the relationship

developed in Chapter Two, equation 2.2. Recall that each

element of the [M] matrix is the cosine of the spatial

angle between the axis of the image coordinate system and

the object coordinate system axis. The object space

coordinate axis may be represented as unit vectors:

AA

XAXIS - 1X + 0 Y + 0 z

YAXIS - X + ly + Oz (4.4)

A A A

ZAXIS = Ox + 0 Y + 1lz
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The cosine of the spatial angle between two vectors is

determined from the dot product of the two vectors.

SB IA I I l os eAB (4.5)

The dot product may be expanded as shown:

COB 6AB - IAI IBI
(4.6)

AXB1 + AyB V + AzB ZCOS 19AB -IAI IBI

Substituting the image space x-axis vector (xvec) and the

object space X-axis vector (XAXIS) for [A] and [B] allows

M11 to be calculated:

S XVECx'XAXISX + XVECyXAXISy + XVECz'XAXISZ

IXVECI IXAXISI

- (XVECX ' 1) + (XVECy¥9) + (XVECZ ' *)M (4.7)
IXVECI • 1

XVEC
x

I" , J XVECI

The other elements of the (M] matrix may be found in a

similar fashion. This results in:

XVECx M12 - XVECM13 W"

M"11 IXVECI IXVECI IXVECI

YVEC YVECy YVEC
IYVECI M22 , CM23 - (4.8)

M21 -YVECI IYVECI IYVECI

1 ZVECx ZVECy - 2VEC2
31 IZVECI M32 IZVECI 3 IZVECI
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This method of calculating the image coordinate axis

and the corresponding [M] matrix elements results in a

viewing plane which is oriented vertically and faces in

the direction of the observer course.

An alternative to this method is that, instead of

specifying the course to see the perspective view, one can

have the image plane always face the object. This would

simulate rotating the object while keeping the observer

location fixed. The decision to use the first method is

based on the feeling that it results in a more natural

view for the observer.

C. TRANSFORM TO THE IMAGE PLANE

After the [M] matrix is constructed the elevation

points are projected onto the image plane. Points which

lie behind the image plane or behind the observer are not

projected. The method used to select which points to

project and the projection equations are presented next.

Determining which elevation points are located behind

the image plane is done by finding the cosine of the

angle between a vector formed by the negative z-axis of

the image plane and a vector drawn from X2,Y2,Z2 to the

object point. Solving for the cosine of the angle and not

the angle itself eliminates the need to use trigonometric

functions, and provides faster execution. Psuedocode for

this procedure is given in Figure 4-6.
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BEGIN

DO IR = 1 to Number of elevation pts.

(*get XYZ coordinates of point*)

X = XYZ(IR,I)
Y = XYZ(IR,2)
Z = XYZ(IR,3)

(*form the observer LOS vector*)

OBS VECX = X2 - X1 9
OBSVECY = Y2 - Y1
OBSVECZ = Z2 - Z1

(*form the object vector*)

OBJ VECX = X - X2
OBJ VECY = Y - Y2
OBJCVECZ = Z - Z2

(*find the cosine of the angle between the
OBSVEC and OBJVEC*)

S
COSTHETA = (dot product of OBSVEC, OBJVEC)/

(Mag(OBSVEC) x Mag(OBJVEC))

IF (COSTHETA > 0) THEN
Project onto image plane
Calculate depth of panel S

ELSE
Mark as a non-visible point

END IF

END DO

END

Figure 4-6 Psuedocode Determine Which Panels to Project
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The procedure begins by forming two vectors, the

observer LOS vector and the observer to object vector

(object vector). Ideally, the origin of the image plane

coordinate system would be used to form the "observer to

object vector", but the (X,Y,Z) coordinates of this point

are not readily known. The observer location (Xl,Yl,Zl) is

not used because it is behind the image plane and will

result in some panels being viewed which are behind the

image plane. The point (X2,Y2,Z2) is used as an

approximation of the origin of the image plane. If the

angle between the LOS vector and the object vector is

greater than 90 degrees, the point lies behind the image

plane and will not be projected onto the image plane.

Figure 4-7 illustrates the orientation of the vectors and

the image plane. The cosine of the angle between the two

vectors is again found by using the dot product method.

If the angle is less than 90 degrees, the cosine will

be a positive number. If the angle is greater than 90

degrees the cosine will be negative; this indicates the

point is not in the hemisphere in front of the observer.

If the point is not visible in the forward hemisphere then

the point is flagged as hidden. Generally each point is

associated with up to six triangles; marking each point

as hidden will prevent attempting to draw triangles which

may be partially behind the image plane.
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Figure 4-7 Image Plane Object Vector

The points which are in the forward hemisphere are

projected onto the image plane using the relation

developed in Chapter Two, equation 2.6 which is repeated

here for clarity:

[ ;x2 - ]O k [ M]X - (4.9)YA - YO YB . - YF
-f ZB - zF
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Expanding to three separate equations gives:

RA - Xg - k[ ll(XB-XF) + M1 2(YB-YF) + M1 3(ZB-ZF) ] (4.10)

YA - Y0 - k[ N21(XB-XF) + M22(YB-Y F ) + M23(ZB-ZF) ] (4.11)

-f - k[ M3 1 (XB-XF) + H32(YB-YF) + H3 3 (ZB-ZF) ] (4.12)

Then dividing (4.10) and (4.11) by (4.12) yields:

X - . f[ KlI(XB-XF) + N12(YB-YF) + M1 3 (ZB-ZF) 1 (4.13)
a N3 1 (XB-XF) + M32(YB-YF) + M3 3(ZB-ZF)

y - y0 -ff rM21(XB-XF) + M22(YB-YF) + M2 3(ZB-ZF) 1 (4.14)
L M3 1 (XB-XF) + M32(YB-YF) + M3 3(ZB-ZF)

Equations (4.13) and (4.14) are the relations used to

transform the elevation data points to the image plane.

They allow projecting all elevation points in the

hemisphere forward of the observer at one time. Altering

the size of the image plane will not require the elevation

points to be projected a second time. [Ref. 4, p. 142]

D. AFFINE IMAGE PLANE TO SCREEN TRANSFORM

The image plane coordinates must be transformed to

the screen coordinate system. Figure 4-8 illustrates the

image plane and the screen coordinate systems. The maximum

frame size values of the x and y axis in the image plane

system are determined by the desired magnification or

field of view and the y-scale factors.

In general, the affine transform will map between any

2-D coordinate systems allowing for a rotation of the
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Figure 4-8 Image to Screen Coordinates

axis, horizontal and vertical scale changes, two

translations and a non-perpendicularity of the axis. The

general form of the affine transform is [Ref. 4, p. 593]:

- 2  a1  [ 2 -Cl (4.15)

Y alb2 - a2b [ -a 2 a, Y2 C 2

where: a, = Sx (cos 0-C sin P)

a2 = S x (sin p + cos P)

bl = S y (-sin 9)

b 2 = Sy (cos P)

€ represents a non-perpendicularity of the axis

P represents a rotation of the axis

C1 = x translation of origin

C2 = y translation of origin
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Starting with a magnification factor of 1.0 and a y-

scale factor of 1.2, the x and y frame sites are 35000

and 29000 respectively. These values must be mapped onto a

screen coordinate system which ranges from 1-512 in both

the x and y direction. There are two scale changes, two

translations, no rotations and no non-perpendicularities

involved with this transformation. This results in sigma

equal to zero and beta equal to zero. Substituting these

values results in:

al - S1  b,(4.16)

a 2 -9 b2  Sy

Inserting these values and expanding the matrix equations

gives:

X1 .X 2 S- C1 J Y2 S- C2 (.7Sx Yl" SM(4. 17)_
sX S yi

The scale factors are formed at runtime to allow the

changes in magnification (field of view) and elevation S

scale. Figure 4-9 is psuedocode which implements the 2-D

transform. Note that the variables Al, A2, Bi, B2 are in

terms of the image plane frame size. This approach allows

the user to change the magnification or elevation scaling

interactively at this point. Also note that each elevation

point is checked for non-visible status prior to the

transform. This checking saves execution time by avoiding

points not in the field of view.
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BEGIN

Cl = image x axis maximum

C2 = image y axis maximum

Al = image x axis frame size / screen x axis maximum

B2 = image y axis frame size / screen y axis maximum

DO IR = 1 to Number of elevation pts.

IF (point .EQ. visible) THEN
xscreen = (ximag - Cl) / Al
yscreen = (yimag - C2) / B2

END IF

END DO

END

Figure 4-9 Affine Transform Psuedocode

E. HIDDEN SURFACE REMOVAL

In order to properly display the perspective view, the

surfaces hidden behind front surfaces must be dealt with.

Earlier work utilized a Z-buffer to perform the hidden

surface removal (Ref. 2, p. 413. The Z-buffer method

utilizes a pixel by pixel depth buffer. Each pixel

position on the screen corresponds to a location in the

buffer. The buffer is initialized to a maximum depth, then

prior to drawing each pixel the depth is compared with the

depth already stored in the buffer. If the pixel depth is

less than the depth stored in the buffer, then the pixel
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is drawn and the new depth is stored in the depth buffer.

Earlier work by Coleman pointed out the poor performance

of this technique when executed in software [Ref. 2, p.

55]. Several other methods of hidden surface removal were

investigated; each will be discussed briefly and the

disadvantages listed.

First, the method of "bounding rectangles" was

investigated. In this method a rectangle is formed around

each triangle. This rectangle is as small as possible and

is constructed from the three vertices forming the

triangle. The (x,y) coordinates of each vertex are checked

and the minimum and maximums of both the x and y

coordinates form the boundaries of the rectangle. Now the

vertices of all other triangles are compared to the

rectangle. If the (x,y) coordinates of a vertex lie within

the boundary of the rectangle, the triangle is marked as

overlapping and the Z-buffer routine is used to handle the

hidden surface removal. If the triangle does not overlap

any other triangles, it is drawn to the screen. Originally

the intent was to reduce the number of panels which needed

to be drawn using the Z-buffer method. This was not

achieved because the panels are triangular vice

rectangular. Several experiments showed that no triangles

passed the bounding rectangle test and consequently no

savings in execution time was realized. [Ref. 9, p. 246]
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A second method utilizes a test function for each side

of a triangle. A test function is formed for each side of

a triangle. This test function is formed from the equation

of the line describing the side. The vertices of all other

triangles are checked against the test function. This

results in nine comparisons for every triangle checked.

The calculation time is excessive, also the results were

similar to the results of the bounding box test. Very few

triangles passed the test and the Z-buffer method had to

be used on the majority of panels, with no savings in

execution time.[Ref. 9, p. 24]

Another approach, known as the "Painter's algorithm",

is not hidden surface removal at all. [Ref. 8, p. 265)

Here the panels are drawn to the screen in sequence from

background to foreground. The panels which are hidden from

view are covered with the panels which are closer to the

observer. This is the approach used in this software. Each

panel is sorted into order based on the maximum distance

of the vertices from the observer location. The choice of

sorting algorithms has a large affect on the efficiency of

this method. Originally, the routine incorporated a simple

bubble sort. The cost in performance is not noticeable

with a small number of panels, but as the resolution of

the bathymetric data increases, the number of panels

increases as shown in equation 3.1 which is repeated here.

# panels = ((#rows - 1)*2) * (#cols - 1) (4.18)
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The poor performance of the bubble sort becomes apparent

as the number of panels increases beyond 500. Two

alternate sorting routines were used with this routine,

the shell sort and the quick sort. Table 4-1 is a table

which shows the measured performance of these sort

routines. Clearly for large numbers of panels the quick

sort is the most efficient. Based on these results the

quick sort was selected for use in the hidden surface

routine. Figure 4-11 is psuedocode which describes the

hidden surface removal procedure.

TABLE 4-1 SORT PERFORMANCE

Time in seconds

# panels Bubble Shell Quick

500 2 <1 <1

1000 8 <1 <1

2000 33 <1 <1

3000 80 1 1

5000 210 2 1

10000 900 5 1.5

20000 --- 14 3

50000 --- 56 9
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BEGIN

(* create sort key by counting the panels in front of
the image plane. Depth key(L) contains the panel ID
number *)

DO IR = 1 to NPLANES

IF ( panel .NOT. behind field of view) THEN
INCREMENT COUNT
Depth key(COUNT) = IR

END IF

END DO

(* calc maximum depth of each visible plane *)

DO L = 1 to COUNT

IR = Depth key(L)

PLAR(IR,5)=
MAX(DEPTH(nodea) ,DEPTH(nodeb),DEPTH(node_c))

END DO

(* call sort routine to sort the panels on the
maximum depth*)

CALL QUICKSORT

END

Figure 4-11 Psuedocode for Hidden Surface Removal
by Sorting

Upon completion of the hidden surface removal routine,

the screen is erased and the panels are plotted. The

vertices for each panel along with the shading are stored

in array PLAR(*,*). The shading value is clipped to a

range of 1-250 vice the original 1-256 due to the DEC VMS
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window manager. This maintains the background color of the

screen and the window attributes. The panels are read in

sequence using the sort index. The (x,y) screen

coordinates of each vertex and the shade are passed to the

plot subroutine and the panel is drawn on the screen.

F. RESULTS

Data cropped out of the primary bathymetry data file

covers an area bounded by 37:00:00 N. latitude, 126:00:00

W. longitude to 36:00:00 N. latitude, 125:00:00 W.

longitude. Figure 4-12 is the digitized image of the

mosaic used for the image data. The first synthesized view

Figure 4-13, is from an observer location of 36:0:0 N.

125:30:0 W., 4000 meters below sea level and heading

equal to 000 degrees. The y-scale exaggeration is six and

the magnification factor is one. Figures 4-14 a to c are

displays of the same area from different observer

locations. Figures 4-14a and 4-14b are offset from the

original location east and west by 25 minutes of

longitude. Figure 4-14c is from the same location as the

original but the height is 2000 meters below sea level.

These images display the ability to "see" the ocean bottom

in a new fashion. The resolution of the input elevation

data was originally 5 minutes by 5 minutes. This data was

interpolated in both latitude and longitude to a

resolution of 1 minute by 1 minute in order to achieve a
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better shading rendition. This reduces the number of

pixels averaged for each triangle and improves the shading

of the generated image. Figure 4-15 is an image using the

original 5 minute by 5 minute resolution data. Notice

that the size of the panels is larger and the shading

rendition is much more coarse. In addition to affecting

the shading, the resolution of the elevation data directly

affects the physical shaping of objects in the terrain.

This program does not utilize any method of curve fitting

between adjacent elevation points and simply draws

straight lines between the points. This results in

objects being coarsely approximated in the synthesized

view.

0
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Figure 4-12 Mosaic Image

Figure 4-13 Obs Loc: 36:00:00 N Depth 4000 m
125:30:00 W Heading 000 deg
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Figure 4-14a Obs Loc 36:00:00 N Depth 4000 m
125:05:00 W Heading 340 deg

!S

°S

Figure 4-14b Obs Loc 36:00:00 N Depth 4000 m
125:55:00 W Heading 020 deg

4
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Figure 4-14c Obs Loc 36:00:00 N Depth 2000 m
125:30:00 W Heading 000 deg

I-____ ____r

Figure 4-15 5 x 5 Minute Resolution
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V. OPERATIONAL ASPECTS OF THE PROGRAM

The software utilizes an input file to load the names

and geographic locations of the data files. This input

file may be created by an ASCII editor or created within

the program by following the prompts. The format of the

input file is shown in Figure 5-1.

If the input file exists, the user simply enters the

name when prompted. The program will seem to pause at this

point while reading in the data files, forming the panels

and averaging the image pixels. When complete with these

steps, the software will prompt for the observer location.

This location is entered in terms of observer latitude and

longitude in degrees, minutes and seconds. Southern

latitudes and western longitudes are entered as negative

values. Also entered is the elevation of the observer and

the heading of the observer. Elevation is in meters with

respect to sea level with values greater than sea level

entered as positive values and elevations below sea level

entered as negative values. The heading is entered as a

value from 0-360 degrees where 0 deg. is north, 90 deg. is

east, 180 deg. is south, 270 deg. is west and 360 deg. is

north again.
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Elevation data file name

# of rows of elevation data

# of columns of elevation data

Image data file name

# of rows of image data

# of columns of image data

Latitude/Longitude of Northwest corner of image
data in (deg,min,sec)

Latitude/Longitude of Southeast corner of image
data in (deg,min,sec)

Title for the screen image

Figure 5-1 Input File Format

At this point the software will draw the perspective

view on the screen. It takes 40 seconds to produce one

image using 61 x 61 elevation points and 512 x 512 image

points. After the image is drawn a menu is presented. The

operator may alter the magnification or field of view,

change the elevation scale exaggeration, enter a new

observer location, save the image or exit the program.

A. ALTER MAGNIFICATION OR FIELD OF VIEW

The perspective view transformation simulates viewing

through a camera viewfinder. The observer selects the

* location and points the camera, and the image is formed in
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the viewfinder. The magnification or field of view is

changed by changing the focal length of the lens.

The magnification factor of the initial image is one.

The values of the image plane x-axis and y-axis maximums

are initially set to 35000 and 29000 respectively. This

loosely corresponds to a 35mm x 29mm frame size of a 35mm

camera. The focal length corresponds to an initial focal

length of 50mm. The field of view is given by:

r iframe 1
Field of View - 2 tan -1 i(ocus) (5.1)

Using the values above results in a field of view of 36.8

degrees. This field of view is approximately equal to the

field of view from a 35mm camera with a 50mm "normal"

lens. This field of view corresponds to a magnification

factor of one. Table 5-1 shows the field of view for

various magnifications.

When changing the magnification on a camera, the

standard method is to change the focal length of the lens.

This method presents a disadvantage here in that it

requires the complete 3-D to 3-D transform to be

performed for every magnification change. By changing the

frame size instead of the focal length, the new image is

generated faster because the change is made during the

affine image plane to screen plane transformation. The

magnification changes are entered as values with respect

to the normal magnification.
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TABLE 5-1 MAGNIFICATION VERSUS FIELD OF VIEW

Magnification Field of View (deg)

.5 69.9
1.0 38.5
1.5 26.2
2.0 19.8
2.5 15.9
3.0 13.3
3.5 11.4
4.0 10.0
4.5 8.9
5.0 8.0

B. CHANGING THE ELEVATION SCALING

Altering the y-axis scale allows exaggeration or

reduction of the y-scale. Views of the terrain with the

elevation scaling set at 1:1 result in views which have

very little appearance of height. By modeling the frame

size as a 35mm camera frame, a 1.2:1 scaling is

introduced. Research conducted by the U.S. Army Research

Institute for the Behavioral and Social Sciences indicated

that vertical scaling ranging from 1.25:1 to 1.50:1

presented the most natural views. [Ref. 3, p. 37]

The elevation scaling is changed in a fashion similar

to the magnification as a value with respect to the 1:1

scale.
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C. ENTER A NEW OBSERVER LOCATION

This option allows the operator to enter a new

observer location. The current settings for magnification

and elevation scaling are maintained.

D. SAVING AN IMAGE

Selecting this option allows multiple images to be

saved to a disk file. When the option is selected the

first time, it will prompt for the file name for the

images to be stored in. Two data files are created, *.IMG

and *.SIZ. If the filename extension is specified then it

is used instead of the .IMG extension. Images will be

saved to *.IMG file for the entire session each time the

(S)ave option is selected. The entire set of images may be

viewed sequentially using a program named PLAYBACK.FOR.

This will display all the images stored in the image file

at a rate of one image per second. Another program,

UIST0512.FOR will convert a single frame from the saved

images to a 512 x 512 row-column format, with 512 fixed

length records and 512 bytes per record. The *.SIZ file

contains the buffer size data required by the playback

routine.
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VI. CONCLUSIONS

A. GENERAL

The goal of this thesis was creating the 3-D

perspective view of ocean bottom terrain and applying

shading or color information from an image file. This goal

was achieved and the ability to "see" the terrain in this

fashion holds promise for future work in many fields.

The program presented here combines terrain elevation

data with shading information from a second data source.

This fusion of bathymetry and imagery data results in a

3-D perspective view of the ocean bottom in a fashion

which appears natural to the observer. This type of

display system, which combines multiple sources of data

into a form that is easier to comprehend, has potential

uses in mapping, geologic exploration and weapon system

displays. It has direct use in any geographic information

system where the data stored consists of (x,y) coordinates

and an attribute. This program could merge any two layers

of information from such a system and display a view which

is easier to interpret. The data utilized in this project

was not a part of such a system, but easily could have

been. in this case the first layer of data would be the

(x,y) location and the elevation with respect to sea level

and the second layer of data would be the (x,y) location
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and the shading value. Combining the layers of data from

multiple sources is a form of sensor fusion.

B. LIMITATIONS

There are several limitations in this program. First,

the image plane orientation is fixed in the vertical

direction with respect to the observer heading and

location. This implies that the perspective view formed

simulates the view from a vehicle in level flight.

Allowing the image plane to deviate from vertical would

allow the observer to look down on the terrain and

generate views not presently permitted. Second, the

shading values are clipped to 250 vice 255 shades. This is

done in order to maintain five separate entries in the

virtual color map which correspond to the system colors. A

third problem exists with the geographic areas of the

input data. The conversion from latitude/longitude

coordinates to geo-rectangular coordinates is not

implemented at the hemisphere boundaries such as at the

equator (0 deg. N.), or at 0 deg. longitude. The input

data must be completely above or below the equator and

similarly completely east or west of 0 deg. longitude.

C. PERFORMANCE

Forming the 3-D perspective views requires the input

data to be transformed from one 3-D coordinate system to
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the image plane system and ultimately to the screen

coordinate system. As discussed in Chapter Three, the size

of the input data files, specifically the elevation data

will affect the performance of the program. Table 6-1 is

a breakdown of the amount of time required to complete

each of the major sections of the program. The overall

performance is satisfactory and breaks down to 40 seconds

to complete a view after the observer location is entered.

The plotting of the view on the screen is 89% of this

time, while the calculation involved accounts for only 11%

of the time. Clearly the plotting time must be improved

prior to spending an appreciable amount of time in the

calculation subroutines. The length of time required by

the plotting routine is related to the number of triangles

being passed to the graphics hardware. The communication

involved in passing the vertices of each panel to the

graphics processor is the bottleneck. Improvements may be

achieved in this area by writing a driver to directly load

the appropriate values to the graphics hardware and

bypassing the overhead of the software routines presently

utilized.

The combination of the perspective transformation and

the hidden surface removal routines account for 95% of the

11% calculation time as seen in Table 6-1. Other methods

of achieving slight performance increases may include a

hardware implementation of the perspective transformation
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TABLE 6-1 COMPUTATION TIME

Subsection Resolution
61 x 61 13 x 13

(time in seconds)

Set up graphics .80 .53

User input ......

Read elev. file .25 .11

Read image file 10.22 10.69

Form triangles 3.3 .3

Average gray shade 6.87 2.54

Observer location ......

Form [M] matrix .01 .01

[M] multiply 2.51 .12

Affine transform .23 .01

Hidden surface removal 1.79 .07

Plotting 35.24 1.76

Total elapsed after
Observer location 39.78 1.97

Calculation time
percentage 11.4% 10.6%

II

matrix multiplies and a more efficient hidden surface

removal routine. Altering the hidden surface removal

routine most likely will result in more calculation time

required in that area, but may result in substantial

savings in the plotting time. The approach for hidden
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surface removal used here does not actually remove hidden

triangles but draws them in order from the background to

foreground. By altering the hidden surface routine so that

hidden panels are not plotted at all, a savings may be

made in the time required to plot the view.

D. FUTURE WORK

This program is a first step in the direction of

combining various layers of data into a single form. There

are several areas which are being considered for further

work.

The type of data merged onto the elevation grid is not

limited to the imagery data used here. Magnetic anomaly

data is available and could also be merged onto the grid.

This would permit the observer to make correlations

between the terrain and the magnetic response.

The original effort in this area began with aerial

photographs and surface terrain. Applying the terrain

elevation data and an aerial photograph to this program

would broaden the versatility of the program greatly.

Combining two layers of data is a starting point, the

ability to combine three or four layers onto the

elevation grid using colors to distinguish the layers may

be possible.

In order to make this program truly useful, a user

interface must be designed. As a minimum this requires a
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method of entering observer locations based on the current

location and perspective view. A particularly effective

user interface would involve using a pointer to select an

area on the screen and tell the program "I wish to go

there". This would permit "driving around" an area of

interest.

Finally, a method of loading data from the storage

device and merging it with the currently loaded data is

required. This would remove the boundaries from the image

displayed on the screen so that when the observer location

is near the edge of the current area, the adjacent areas

will be loaded and displayed.

5
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APPENDIX A. PROGRAM SUMMARY

This appendix lists the different routines of the

program by subroutine name and briefly lists the inputs

and outputs of the subroutine. Also given are the names of

the subroutines which interact with each subroutine.

1. SONAR3D

A. Function

Main routine, calls other supporting routines to

complete the 3-D perspective view

B. Input

None

C. Output

None

D. Calling routine

None

E. Called routine

INPUT

READELEV

READIMAGE

TERXYZ

IMREFAVG

OBSLOC

MORIEN
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NEWIJ

XY2IJ

HIDDENSURF

CLRSCRN

2. Subroutine INPUT

A. Function

Reads in or creates the initial data required for

the elevation data file and the image data file.

B. Input

NAME - name of input data file

ELFILE - elevation data file name

ELSIZ - elevation data number of columns

ELREC - elevation data number of rows

IMFILE - image data file name

IMSIZ - image data number of columns

IMREC - image data number of rows

ILAD,ILAM,ILAS - northwest latitude of image file

ILOD,ILOM,ILOS - northwest longitude of image file

FLAD,FLAM,FLAS - southeast latitude of image file

FLADFLAM,FLAS - southeast longitude of image file

TITLE - 50 character title placed on the image

screen

C. Output

Same as input

D. Calling routines
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SONAR3D

E. Called routines

CLRSCRN

3. Subroutine READELEV

A. Function

Read in the elevation data file from disk

B. Input

None

C. Output

ILATD,ILATM,ILATS - southwest latitude of the

elevation data file

ILOND,ILONM,ILONS - southwest longitude of the

elevation data file

D_LAT - latitude grid size in seconds

D_LONG - longitude grid size in seconds

IENDM - number of rows of the elevation data

IENDN - number of columns of the elevation data

RELEV(*,*) - array containing the elevation data

points

D. Calling Routines

SONAR3D

E. Called routines

None
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4. Subroutine READIMAGE

A. Function

Read in the image data file from disk

B. Input

IMSIZ - number of columns of the image data

IMREC - number of rows of the image data

C. Output

IMAGE(*,*) - array containing the image data

D. Calling routines

SONAR3D

E. Called routines

None

5. Subroutine TERXYZ

A. Function

Converts each elevation point to it's geo-

rectangular XYZ coordinates and calculates the

corresponding image row/column coordinates for each

point

B. Input

LATD,LATM,LATS - reference elevation latitude

ILOND,LONM,LONS - reference elevation longitude

DLAT -latitude grid size in seconds

DLONG - longitude grid size in seconds

RELEV(*,*) - array holding the elevation data

IENDM - number of rows of the elevation data
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IENDN - number of columns of the elevation data

ILAD,ILAM,ILAS - reference northwest image latitude

ILOD,ILOM,ILOS - reference northwest image

longitude

FLAD,FLAM,FLAS - reference southeast image latitude

FLOD,FLOM,FLOS - reference southeast image

longitude

IMSIZ - number of columns of the image data

IMREC - number of rows of the image data

C. Output

IA(*) - array containing the image column

coordinates

JA(*) - array containing the image row coordinates

XYZ(*,3) - array holding the (X,Y,Z) coordinates of

each elevation point

D. Calling routines

SONAR3D

E. Called routines

CONV2SEC

DMS2XYZ

6. Subroutine IMREFAVG

A. Function

This routine forms the panel array containing the

nodes of the triangles and the average gray shade.

B. Inputs
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IA(*) - array containing the image column

coordinates

JA(*) - array containing the image row coordinates

IENDM - number of rows of the elevation data

IENDN - number of columns of the elevation data

IMAGE(*,*) - array containing the image data

C. Outputs

PLAR(*,5) - array containing the nodes of the

triangle and the gray shade

D. Calling routines

SONAR3D

E. Called routines

None

7. Subroutine OBS LOC

A. Function

Calculates the observer location in (X,Y,Z)

coordinates given the latitude and longitude.

B. Input

LATD,LATM,LATS - Latitude of observer location

LOND,LONM,LONS - Longitude of observer location

HEIGHT - Observer elevation in meters

CTS - Observer course in degrees

C. Outputs

OBSLOC(*) - array holding observer location

parameters
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Xl,YI,Z1 - Geo-rectangular coordinates of observer

location

X2,Y2,Z2 - Geo-rectangular coordinates of second

observer point along LOS

D. Calling routines

SONAR3D

E. Called routines

DMS2XYZ

8. Subroutine MORIEN

A. Function

Determine the orientation of the image plane and

calculate the [M] matrix parameters

B. Inputs

Xl,YZl - Geo-rectangular coordinates of observer

location

X2,Y2,Z2 - Geo-rectangular coordinates of second

observer point along LOS

C. Outputs

M(3,3) - [M] matrix parameters

D. Calling routines

SONAR3D

E. Called routines

None
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9. Subroutine NEWIJ

A. Function

Calculate the image plane coordinates of all object

points which are in front of the field of view.

Also mark as HIDDEN any nodes behind the image

plane

B. Inputs

XI,Y1,ZI - Geo-rectangular coordinates of the

observer location

X2,Y2,Z2 - Geo-rectangular coordinates of the

second observer point along LOS

ITOT - Total number of elevation points

XYZ(*,3) - array holding the (X,Y,Z) coordinates of

each elevation point

FOCUS - Focal length

M(3,3) - [M] matrix parameters

C. Outputs

IMAX(*) - x image coordinate

IMAY(*) - y image coordinate

DEPTH(*) - Distance from observer of each elevation

point

HIDDEN(*) - Flag for points hidden behind image

plane

D. Calling routines

SONAR3D
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E. Called routines

None

10. Subroutine XY2IJ

A. Function

Convert the image (x,y) coordinates to screen (i,j)

coordinates

B. Inputs

IMAX(*) - x image coordinate

IMAY(*) - y image coordinate

ITOT - Total number of elevation points

XIMA MAX - image frame size (x direction)

YIMAMAX - image frame size (y direction)

HIDDEN(*) - Flag for points hidden behind image

plane

C. Outputs

IA(*) - screen x coordinate

JA(*) - screen y coordinate

D. Calling routines

SONAR3 D

E. Called routines

AFFIN

11. Subroutine AFFIN

A. Function
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Calculates the coefficients for the AFFIN transform

from image coordinates to screen coordinates

B. Inputs

XIMAMAX - image frame size (x direction)

YIMA_MAX - image frame size (y direction)

C. Outputs

AI,A2,Bl,B2,C1,C2 - parameters for the AFFIN

transform

D. Calling routines

XY2IJ

E. Called routines

None

12. Subroutine HIDDENSURF

A. Function

Remove hidden surfaces and plot to screen

B. Inputs

IA(*) - screen x coordinate

JA(*) - screen y coordinate

IENDM - Number of rows of the elevation data

IENDN - Number of columns of the elevation data

DEPTH(*) - Distance from the observer of each

elevation point

PLAR(*,5) - array containing the nodes of the

triangle and the gray shade
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HIDDEN(*) - Flag for points hidden behind the image

plane

VDID - Virtual display identifier

WDID - Window identifier

C. Output

None

D. Calling routine

SONAR3D

E. Called routine

QUICKSORT

UISDC$ERASE

UIS$SETWRITINGINDEX

UISDC$PLOT

13. Subroutine QUICKSORT

A. Function

Sort the panels based on maximum distance from the

observer

B. Input

ARRAY(*,5) - array to sort

KEY(*) - index to main array

COUNT - number of elements to sort

C. Output

ARRAY(*,5) - original array

KEY(*) - index to main array (revised order)
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D. Calling routine

HIDDENSURF

E. Called routine

None

14. Subroutine CLRSCRN

A. Function

Clear the screen

B. Input

None

C. Output

None

D. Calling routine

SONAR3D

INPUT

E. Called routines

None

15. Subroutine CONV2SEC

A. Function

Convert DEG,MIN,SEC coordinates to seconds

B. Input

DEG,MIN,SEC - Latitude or longitude in deg,min,sec

format

C. Output

SEC - Total number of seconds
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D. Calling routine

TERXYZ

E. Called routine

None

1 . Subroutine DMS2XYZ

A. Function

Convert DMS data to (X,Y,Z) coordinates

B. Input

LATD,LATM,LATS - Latitude in deg,min,sec format

LOND,LONM,LONS - Longitude in deg,min,sec format

HEIGHT - elevation with respect to sea level in

meters

C. Output

XY,Z - (X,Y,Z) coordinatez of input point

D. Calling routine

TERXYZ

OBSLOC

E. Called routine

None
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APPENDIX B. PROGRAM LISTING

PRGAM SOtNAR3D

C!
C THIS PRGAM CONSTRUC1'S THE ELEVATICKI FILE AND IMAGE
C FILE TIHAT' IS REWIRlED BY TIHE 3-D PROGAM. MAXMJMM
C! ELEVATICN~ ARRAY SIZE IS 70 R06 X 70 CDUPVS. MAXDM
C IMAME SIZE IS 1024 x 1024.
C!

IMPlLICIT' lINTGE (A-Z)
C!
C get graphics libraries
C!

INCLUDE 'SYS$LIERARY:UISUSRDEF'
INC=3D 'SYS$LIE1ARY :UISEU1
INCUJDE 'SYSSLIEARY :UIS4SG'

C!
C the follouing variables define the elevation file inaxiiium size
C and the image file maxinum size. In order to simplify altering
C of these values, they have been grouped together. Change the
C values in the DATA statement, and in the definition statenwnts
C which imediately follow.
C

COMMN /EtLV/RUWELEV, CIL_ EIEV, TOT_ELV, NPLANES
COMM~ /IMAGE/ROM Ipa., OLIMAGE
DATA RawELEv,cLEuvTarELEV,NPANS/70,70,4900,10000/
DATA MIAGE,flLIMAGE/1024,1024/

C
BYTIE IMAGE(1024,1024)
INTEGER HIDDEN(4900) ,IA(4900) ,JA(4900)
INTBEGE PLAR(l0000,5) ,DEPItKEY1(10000)
REAL RELEV(70,70)
RFAL*8 DEP'IH(4900) ,XYZ (4900, 3) ,IMX(4900) ,IMAY(4900)

C
CWRACTE. ELILTE*13, IMFIIE*13 , FILU ME*13 ,A)Js*1,TTE*50

C

nDrEXER ILCND, UDNM, IILNS
fl11GER DLAT,DLMM~,tALrS,1LNS, OBS0C (8)
INTEGER EF,_SIZ,EL _EC,IMSIZIMREC

nUrDEE FIAD, FLAM, FtAS, FIOD, FIM1, F1flS
C

REAL*4 IVECTIOR
REAL*8 X1,Yl,Z1,X2,Y2,Z2,M(3,3)
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REA8 FoCUS, XFRAM, YFRAME
REA.L*8 MHEIT, PWR, ScAIE

C
C set up graphiics enviram~nt
C
C create a color map with 25J entries
C

D~A VCKSIZE/251/
VCKID=UIS$FMAIECtJX_ P (VCM.SIZE)

C
C make a virtual display 16.8 cm x 16.8 cm
C

VD IDMV$QRFAMISPLAY(.0.0,512.0,512.,16.8,16.8,Va_D)
C
C fill in the color map
C

DO 50 I=0,250
I1ECORI250.
CALL uis$sEr_naN]DsIm(VI IDJ 1_VECO)

50 CONTIUE
C
C set the background color and fill pattern
C

CAIL UIS$SEI'_ITEMS'Y (VD ID, 0,0.0)
CALL UIS$SEILFNT (VD) ID, 1, 1, 1'UIS$FILPATrERNS)
CALL UIS$SETFILL_.PITERN (VI)_ID, 1, 1, PAfl'SC FOPBUND)

C
C start main rouatine, read inpxxt
C

CALL INPUT(ELFILE,EL SIZ,ELREC,
* IME, I14_SIZ, I14_RMC, IIAD, 11AM, hIASh, ILf)A, ILS,
* FLAD, FLAM, FIAS, FMDI, FU14, FLOS, TITL)

C
ELREO:=EL PEC+l

C
C open the input data files
C

OPE~ (NIEl FIT E=EMFIE, STrAaUS-- IOLD' ACCESS-- DIRECT,
* R IZ=ELSIZ ,MAXrEO=ELREC)

OPENJ (UNI71-4 , FIT FIMF=t, SrMTUS= 'OLD'I, ACCESS-- 'DIXr,
* REcXRIEZIMSIZ ,1@.)UEC--IMREC)

C
CAILL READ E1LV (IIATD, hIA IM, IAmI, ICtD, ILIM, IIfLMT,

D I)LAT, DLcWG,PLE,IIE, Ir11)
CALL BEAD IkGE (IMAGEM MSIZ ,I IMC)
CALL TERXYZ (IIXI'D, I1AI, ILU!S,h b It D w, ILOW IN,

D DIAr, I)LONG, RELE.V, IEN4,ImENN, XYZ, IA,JA,
* hAD, IIAM, IIAS, II.OD, IM, IMS,
* FLAD, FLAM, FIAS, FLOD, FLM, FIflS, 114 ShZ, I14_REC)

C
CALL IMREFAVG (IA, JA, IMAGE, IWI]4, MCK, PL AR)
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YFRAI4E=29000 .0
XFRAME=35000. 0
Fkl I~q-=I
SAVE FLAG==0
F0cLFS=. 050
NR=-1. 0
SCAID=1.2

WDID4UI$EATrEWI-rXO (VD.ID, 'SYS$w0RKS=xrCN ,Tr=I,
0. 0, 0. 0, 512.0, 512.0, 16.8, 16.8)

C
C
60 CAIL OBSIDLC(X1,Y1,Z1,X2,Y2,Z2,OBSL0C)

CAL 14_RfIE(M,X1,Y,Z,X2,Y2,Z2)
CALL I&_IJ(X,Y,Z,X2,Y2,2,IUT,XYZ,FOWS,M,IMAX,

70 CAIL XY2IJ (IA, JA,IMlAX, IY,XFRAME, YFRAME, lHITODEN)
CALL HIDDE SURF (IA,JA, ]flN1]., ]DN, DEPIH, PLAR, VDID,
*HIDDEN, DEPIH IY, WDLID)

C
C type the observer location and menu
C
80 CALL CIRSCiRN

WRIT(6,*) 'OBSERVER LOCI
WRITE (6,1*)

WRITE(6,85) 'I=N: I,0BTflC(4) ,OBSWOC(5) ,OBSIC(6)
WRITE(6,90) 'BH1: ',OBSIDC(7),' HEADING: ',OBJflC(8)
WRIE(6,91) 'MkGNIFICAI0N: ',WR,'I YSCAIE: I, SAIE

85 FMOaW(A8,4,I3,I3)
90 FUFOW (A9,I17, A12,I13)
91 FORMAr(A16,F4.1,A12,F4.1)

WRIT (6, *)
WRI= (6, *) I SK=E ONE OF 1flJ FOLM

WRIT(6,*)'I (M) agnification'I
WRITE(6,*)' (Y)scale factor'
WRITrE(6,*) (0) bserver Location'
MMIT(6,*) (S) ave Imnage'
WPrIE(6,*)' (E) xit'

REID(5,l00) ANS
100 FORMAT (Al)
C

IF (ANS .NE. 'H' .AND. ANS MNE. 'Im') GO TO 105
WRIT (6, *) '~I ER MGIFI=C'IN FACIC'
READ(5, *)PWR

102 XFRAMD=35000.0/FPqR
YFRAME35000. 0/ (PWR*SCAIE)
GO TO 70

C
105 IF (ANS .NE. OY'.AND. ANS MNE. 'y') GO ID0 110

WRTE (6,* DIM1rE Y-SCAILE FACIOR'
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READ (5, *) SCALE
GO TO0 102

C
110 IF (ANS .NE. 'O'.AND. ANS .NE. '0') GO TO0 115

GO TO0 60
C
115 IF (ANS .NE. 'S' .AND. ANS MWE. Is') GO TO 118

IF (FE NAM EQ.'I I) 1
WRITE (6, *) I~1E DHE UM NAE OF THE IWE FILE'
RtEAD(5,116) FMENAME

ENDIF
SAVEFLAG=:SAVEFLAG+1
Cal ImE SAVE (WD ID, FlIE NAME, SAVELFLAG)
GO T10 80

116 F0J:00W(A.13)
118 IF (ANS .NE. 'E'.AND. ANS .NE. 'e') O M1 80
C
120 IF (SAVEFLAG .GI. 0) T1HEN

WRIE (11) SAVEFLAG
ENDIF
CLOSE(1)
CLOSE (4)
CLOSE (10, SL~UM= ' SAVE'
CLOSE (11, sTaus--'SAVE')
CALL UIS$DELETEDISPLAY (VDID)
CALL C116CMN
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C
C****************************
C

SUMW=IN INFUT (FEIf ELSIZ, ELREC, IMFILE,
*1 ID, IM LE,IFWD,IFL, I4S,ILE)1CKI1
* Fl4_SI,biMRAFID,II)1,IIAS,IITI=),IfS

C
C flIN= EFIE elevation data file name
C ELSIZ # column of EULE
C ELTREC # rosof EFILE
C DiFIIE image data file name
C IN_ SIZ # clumns of IMFIIE
C IRCim #rows of imFI
C IIAD,IIum, ilm
C IIDO, flrii, IIDS Northwest corner of image file
C FLAD, FLAM,FLAS
C FLOD, FuLC1, FW)S Southeast co~rner of image file
C NAM f ile rame f or the input data f ile
C TITL header name for the image
C
C CxrrPiS NON
C
C ****************************

C
IMPLICIT fl1rECE (A-Z)

C
.ACI'E ELFII.*13,IIE*13 ,TITE*50 ,ANS*1 ,NAE*13

C
INT IGM EL _SIZ,EL_.REC,IM_SIZ,IREC
INMEDE ILO, 11AM, IHAS, FLAD, FIAM, FIAS

flTh3 LhO, IUM, 11X6, ,FID, FIL?, FICS
C
C start routine here
C
5 CALL CLFSCR

WRITE(6,*) 'Do you. wish to create an input data file (Y/N)?
READ(5,100) ANS

100 fO~ (Al)
IF (ANS -EQ. 'Y' .OR. ANS EQ~. 'i) GO TO0 200
IF (ANS EQ). 'N' *OR. ANS .EQ. In') GO TO0 500
GO TO0 5

C
C create input file
C
200 CAIL CL1SCR

WRIT(6,*) 'Irfput the filename for the input file(*.dat):
READ(5,205) NAME
OPEN (UNIT--l, NANEAM, STUS- 'NEW,

* ACCESS= 'SD AL I, FOWIFOR,%AI
C
C get elevation file data
C
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WRITE(6,*) 'Enter the elevation data file name:
READ(5,205) ELFIIE
WRITE(6,*) 'Elevation file number of columns:
READ(5,*) EL SIZ
WRITE(6,*) 'Elevation file ruiber of rows:
READ(5,*) ELREC

C
C get image file data
C

WRITE(6,*) 'Enter the image data file name:
RFAD(5,205) TIIE
WRITE(6,*) 'Image file number of columns:
READ(5, *) 31t SIZ
WRITE(6,*) 'Image file number of rows:
READ(5,*) MREC

C northwest corner of image latitude and longitude
C

WRITE(6,*) 'Enter the North-West lat/long of image'
WRITE(6,*) 'Input the latitude (DEG,MIN,SEC):
READ (5, *) IIAD, IIAM, IIAS
WRITE(6,*) 'Inpt the longitude (DEG,MIN,SEC):
READ (5, *) IID, II , IIOS

C
C southeast corner of image latitude and longitude
C

WRITE(6,*) 'Enter the South-East lat/lorg of image'
WRITE(6,*) 'Input the latitude (DBG,MIN,SEC):
READ(5,*) FLAD,FIAM,FLAS
WRITE(6,*) 'Ipt the longitude (DEG,MIN,SEC):
READ (5, *) FLOD, FLM, FIDS
WRITE(6,*) 'Input a title for the image (50 char max.):
READ(5,206) TITLE

C
C write data to data file
C

WRITE(i,205) ELFILE
WRITE(i,207) EL SIZ
WRITE(1,207) EL REC
WRITE(1,205) fFILE
WRITE(1,207) IMSIZ
WRITE(I,207) IM REC
WRITE (1, 209) ILAD, ILAM, IAS
WRITE (1, 210) IIDD, I1aM, ILDS
WRITE (1, 209) FLAD, FIAM, FIAS
WRITE(i,210) FLOD,FLC,FLOS
WRITE (1, 206) TITLE

C
205 FORMT(.I3)
206 FORMAT(A50)
207 FOIR4AT(I3)

209 FORMAT(33)
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GO TO 600
c
C read an inpat file
C
500 CALL CuLFRSCM

I'MITE(6,*) 'Enter the name~ of the inpuzt data file:
READ(5,205) HAWK
OPEN (UIT-1 , KMM4NM, STMaUS- ' OLD'
* ACCCMSSS--SEUNIAL' F,17- RANA=EI
PEAD(1,205) ELFILE
PEAD(1,207) ELSPIZ
PEAD(l,207) EL REC
PEAD(1,205) Di FIE
PEAD (1,207) IM SIZ
PEAD (1, 207) IMREC
READ(1,209) IIAD,IIAM,ILAS

READ(1,209) FLAD,FI) 1M,FLAS
READ(1,210) FLOD,FIrx,FLfS
READ(1,206) T=ITLE

REIVUM
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C

C
9JBRI'nEM READELV(IkI~ll,1 M, IIATh, ICID,ICW, IWCS,

D 1AT, DIMLC, RMU", IENtzN, IflC)
C
C MM SJEJIITINE READS M E ELEVATIN FILE AND PLACES 7 IDATA
C INTO A REAL 50X50 ARRAY RELEVi).
C INPTS = NNE
C
C WUTPUT = IIATD suthwest latitude of elev data (degrees)
C IIAM southwest latitude of elev data (minutes)
C IIAS southwest latitude of elev data (secoris)
C IICIND southwest longitude of elev data (degrees)
C IICM southwest longitude of elev data (minutes)
C IIMNS southwest longitude of elev data (seconds)
C DLAT grid size in minutes of latitude
C D _LG grid size in minutes of longitude
C RELEV() elev data
C ICI # rows of elev data
C mIiNi # columns of elev data
C
C *******************************************************************

C
C

REMM REEV/1W ELEV,001LELEV

DM=IENEN, IENM, DIAT,D DONG
DM=GE IIATD, IIA24, IATS, ILN, IWN, IICNS

C
REAL RELE(1"_ELEV, 1L_E1EV)

C
READ(1, REC=1) IIATD, ILAa, ILIATS, ILOND, ILNM, IMNS,

D_IAT, DIDNG,M, IMEN,
C

DO 10 W1, IENM
READ(1,REC=M+I) (RELEV(M,N) ,N=I, IENW)

10 CONTINUE
REURN
END
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C
C ******************************

C
SUBPD~InE READIMAGE (IMAGE, IM_ SIZ, 114_REC)

C
C UMi SUF~INE R!EAI THE IMGE DAMIA fhl AN ARRA'Y.
C INIUrS = I14 SIZ numer of coluns of image
C Th1REC numb~er of rows of image
C
C wrPUr = IMAGEO( image gray level file
C

C
BYTE fl@WE (I1.J_IMAGE, (flLIMAGE)

C
IDRSGER IM SIZ, IM REC

C
DO 10 IR-7l, INREC

IPEAD (4,REW=IR) (IMAGE (IR, IC) , IC-l, IM SIZ*4)
10 CONINUE

RE1UIRN
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C
C********************************
C

SUBROUT'IE TER XYZ (IMTD, LAfl4, IATS, IIft4D, ILM, ljCS,
" ELT AT, DIONG, REEV, I4T1W, IENDNl, XCiZ, IA, JA,
" flAD, IIAM, IhAS, I1OD, IT , ILDS,
" FLAD, FLAM, FLAS, FLOD, FLtaM, FLCS, 114_5hZ, IMRFX)

C
C TIHIS SLJUlNE COVEM1S EACHI ELEVATIONI PINTr TO ITS EMS5
C F)=JIANfl. IT USES TIHE FACT THAT EACH PONTr RETESNIS
C AN EQJAL CHANE FM THE LAST. THME REFERENCE IAT/ICtIG
C AND MtE DETA TAT/LC1M ARE PASSED IN THE SJUUINE CALL.
C
C ... AsSSUMES COLOCR CCPtlE'L OVERLAPS THiE ELEV DATA
C ... NEED M1 RNM 'THE LAT/LItN3 OF 'THE COLOR nQLGE
C ... ALSO CAJCS 'THE IAO, JA() CORDfIATES FOR EACH- EIEV Pr
C
C EE.EVAflON DAiTA
C IFlUTS IA'ID - REFERENCE LATITUDE (DEGREES)
C IATdM - REN4CE LATn'um~(MIAJrES)
C I.ATS - REFERENCE LAT'unu (SCND)
C I1ltND - REFEENCE LctIGuUE (DeGEEs)
C ILCI - REFERE2ICE IDt~rIUDE (MINUI'E)
C MMS - REFERNE w0nG~uD (sEotms)
C D IAT - DISTAINCE BEWEEN~ RO
C DIMtI - DISTANCE~ BETWEEN~ CQ)UMNS
C PREVO( - LEVATION DAMA FILE
C IFE1]4 - NUM4BER OF ROS
C IENEN1 - NUMIEE OF OLUMNS
C
c OUTPUTS XnZ - CU=r D~A FlU
C
C**********************************

IMPLWIT UMTBXE (A-Z)
CCK43 /EIEV/ W JELV, COLEE', =tOTELEV

C
fl'TEER IA ('TCG ELEV) ,JA ('TOlTELEV)
INTEGER D,ATM,I.ATS,ILND,ILNM,DLAT,DLOW4

4 ~EMER LIOND, LON~M, IONS
flmmmE TTAD, 11AM, TIM, ,ITOD, ILUt4, ITIS
fl'IEGER. FLAD, FLAM, FLAS , FliOD, FLON, FLCS
INTEER INSIZ, InREC

C
REAL RELEV (RIli' ELEV, ODL_ ELEV)
REAL*8 HEIciTr,X,Y,Z,XYZ( tlrj11V,3)

C
C convert to seconds
C

CALL CONV2SEC (I.AD, 11AM, ILAS)
CALL CONV2SEC (lD, ILCtI, ILC)
CALL CMMVSEC (FAD, FLAM, FIAS)
CALL CONV2SEC(FLO0D, FUN*, FIDS)
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C
CST IAT--nAS-FAS

C
C set f lag for proper hmni~qer
C

IF (ItAD .GE. 0) 7HM~

IATFLAG=-J

ENDIf-
IF (11.0 .GE. 0) 'tHE

ICN IAG=-1

ILtFLG-l
ENDIF

C
C findi initial seconds of elev. data
C

CATL MNJ2SEC (LATD, tLaM, IATS)

C set up for 1st incrient
C

tATS =I.ATS-DLAT
IT-aV>S=IONS-D tftN3

C
C start routine here
C

IR=0
M 10 W-1,IEt14
LI.ATIS+D tAT
LON&S-ItON
MC 20 Wl, IENt1N

Tfl4S=TLUS+DWtDG
BEHET--IREL (M, N)

=INDT ( (IMt REC-1) *(ILAS-IATS) /DELLAT) +1

th CD=I-r( ( (IM SIZ*4) -1) * (LOM-ILO)/1DfLU) +1

C the a an column coordinates are 1-512
C

IA (IR) ODL
JA(IR)=T0UW
CALL EH2XYZ (0,0,LAs,0,,ItMT,HEIQ ,X,y,Z)
XYZ (IR, 1) =X
XYZ(IR,2)=Y
XYZ (IR, 3) -Z

20 OONTINUE
10 CffITNlUE

RZtUR4
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C

C

938RDJINE UM2XVZ (LAMD, LAIM, LIS, ILt4D, TIM, IC4S, ,HEIGHT, X, Y, Z)

c MUs SUmwraTIN CvAMTS EM DATA TiO X, Y, Z.

C INPUTS = IATD latitude in degrees
C LA2hI latitude in inrutes
C IATS latitude in secod
C ILam 1crigiude in degrees
C I*M longitude in minutes
C ILCN lcnitxde in seccrds
C HIGHT~i height above sea level (meters)

C wrPUT = X, Y, Z XYZ coordinates of UM point

C
INPLWCIT fl1TFX (A-Z)

REAL*8 PI,LA4DA,N,X,Y,Z,HEIGr
REAL*8 PI, C1, C, C3, ESQARE,A, RADIAN

PARAMER(PI=3.14159265358793238)
PARAMErE(Cl=l8O. ,C2=60. ,C3=3600.)
PAPAMCER(]ESQUAPE=0. 006768658,A=-6378206. 4)

RADIAN=PI/C1
C

IF (LAID .GE. 0) THN
PHI1= (LATD4-I M/C+1AM'/C3) *RADIAN

PHI1= (LA D-LA2DVC2-LAMI/C3) *RADIN
END IF

IF (LOND .GE. 0) 11E2
LVAE- (La4DLCtWMC2+IDNS/C3) *RADIAN

EISE
IAM&-- (LOND-ICtWC2-LoNS/C3) *R~AIAN

END IF
C

N=A/S~a (l-E -3AIVE*SflN (PHI) *I (PHI))

Y= (Nff-Hfr) *OS(PHI) *SIN (LAM[A)
Z- (N* (l-ELSQUARE) +HEIGHT) *SIN (PHI)
REIU1N
END
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C

SUJMWINE IM4 RFAVG (IAJ]A, IMAG~E, IENUM, MEN, PL AR)

C THIS~ SUBRO1JnME OliSTFlU S THE GBOEXMI FUlE
C TH~AT a=IMrIN TH THREE NODAL PO1ITS THlAT MAYE UP
C AN IMAGE PLANE AND THE GFY SCALE VAlUE ASSIGNED Mi
C THAT PLANE.
C Inuum = IMAGE () image gray level file
C IENE14 # rows of elev data
C EE # cou- of elev data
C IAO image colurmn index
C JA() image raw indIex

C aMID PL AR() array holding nodles and
C gray value for each panel
C

C

a~91T/ELV/ROW ELEV, OfLELEVJOI ELirFEV,NPLANFS
CM40N /114AGE/OWIMAGE,0O CflLA1CE

BYTE IMAME (IU_IMAGE, OL_IMAGE)

DUE=F~ A.1'IYcr F M j'_TF PT. APF (NPU1F-3 5)
INIMGER IY,M,N,IMEY1, IGREY2,L,L1
DlThE IE2~T2AIUNr1,NOEA,NOEB,NODEC,NODED,]IR

REAL*8 SLOPE, YINT

DO 90 IR=1, IENEM-1

DO, 80 N=1+IL, IEI]E1-+IL
NODE A=N~

NODE_0=N+1EN

NOCED=NODEC+1
SW.PEi=(JA (N5UE C) -JA (NDEq_B) )*1.0/ (IA (NOE C) -IA(NODE _B) )*1.0
Y:DhI--. O*JA(NOE_-B) -SLOPE*IA (NODEB)

C nc~w know the slcpe and y-1rntecept of the line formin the triangle
C

rltir=o
r1M0r=
ICONT1=0
ICOUNT2=0
DOl 70 1WIA(NODE _B)JA (NODE A) ,-1

IY=SLOPE*M+YTrW
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MO 50 IrJA(1'KXjB) ,Iy, -1
IF (IWVGE(L,M) MLT 0) MEN~2

nrl=rolM+HaG(L,1) +256

rI0r 1=ITOIur+flE (L,M)
END IF
IcLpMrl=10UN'rl+1

50 COTINU~tE

DO 60 D=-IY,JA(IlqC) ,-1

IF (11WGE(LM) MtL. 0) IHX
IIU12--=III'+IWGE (L,M) +256

flESP
rIMr2--IlOYI2+flWtE (L, M)

ENDIF
IIUm'2=ICON2+1

60 CONINUE
END IF

70 COTINUE
,1= (N- (IR-1) ) *2

IcREY1=IMTl/Ia1JNT1
IGREW2-r-rJ2/iaxJN'
PLAR(L,1-1,1)tUEEA
PtAR(L-1,2)4104 B
P1_AR (L-1, 3) =OE ~C
PLAR(I-1, 4)=IGREY1
PLAR(L, 1) NDEB
PLAR(L1,2)1400ED
PtAR (l,3) q~CEC
PtAR(L,4)=IGE52

80 CUTINUE
90 CoflTINU

REIUPN
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C

C

SUBROJIN OBSIOC(Xl,Yl, Zl,X2,Y2, Z2 ,OBSIC)
C
C IMIS UJPDXY=I CIJLTES UM NEW OBE XYZ
C ID0MFIM FC MIRED LAT. AND tICN. INUS.
C
C INPrYS = W
C OUTPUIS = Xl, Yl, Zi cseever locationi
C X2 ,Y2, Z2 observer locationi direction
C OBSIDC() ob~server location array
C

C

CHARACI'ER ANS*l
C

IMMM~U LATID, IATM, LA2S, IDND, IDM, IONS, CIS
INIMME OBSIC (8)

C
REAL*8 Xl,Yl,Z1,X2,Y2,Z2,HEIGH!T

C
C read in last values of obiserver location
C

LkTDIOBSOC (1)
l~T14--BS~C (2)
LIS=OBWC (3)

LtIS=OBSOC (6)

FIAG=O
1 CALL CLRSCM

WRITE (6,* OBSEVER LOCATION'
WRIT(6,*
WRIT(6,8) 'lAT: ',OBSIDC(l) ,OBSLOC(2) ,OBSW0C(3)

0 WRITIE(6,B) 'LOW: ',OBSIOC(4) ,OBSIDC(5) ,OBStC(6)
WRET(6,9)1HETGHr: ',OBSLOC(7),' HEADNG: ',OBSIC(8)

9 FORMT(A9,I7,A12,13)
WRITE (6, *)
IF (FLAG . E. 1) 7M1F

WRITE (6,* *'AR TM AN{~ Y CORRBCINS'
WRITE (6, *

PENDIF
WRITE (6, *'SEMa= CNE OF TH~E FOUDtIING'

WRIT(6,*) (1) latitude'I
WRIT(6,*) (2) longitud~eI
WRITE (6,*) (3) Height'
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WRITE(6,*)' (4) Heading'
WRITE(6,*)' (5) All'
WRITE(6,*)' (6) None'

C

READ(5,100) ANS
100 f (Al)

IF (ANS .E)Q. '6') GO TO 160
C

IF (ANS .NE. 'I' .AND. ANS .NE. '5') GD TO 60
WRITE (6, *) 'INlT OBSERVER LATI -= M:'
READ(5,*) IATD
WRITE(6,*) ' -MINUIES:
READ(5,*) IA1MWRITE (6, *) I -SCOD:'
READ(5,*)IATS

c
60 IF (ANS .NE. '2'.AND. ANS .NE. '5') GO TO 70

WRITE (6,*)1 INr OBSERVER 1CtNGI=IU -DEGREES:
READ(5, *) LOND
WRITE(6, *) ' -MINUTES:FD (5, *) 1CM
WRITE (6,*' -SEOD:'
READ (5,*) LCS

C
70 IF (ANS .NE. '3'.AND. ANS .NE. '5') GO TO 80

WRITE (6, *) 'INPUr OBSERVER HEIGr -METERS:'PFAD (5, *) HEIGHT
c
80 IF (ANS .NE. '4' .AND. ANS .NE. '5') GO TO 105

WRITE(6,*) 'INT THE COURSE DEGREES:
READ (5, *) C=

105 IF (ANS .1T. 'I' .OR. ANS .Gr. '6') GO TO 1
C
C load the values into the obsloc array
C150 oBSoc (l) =1ATD

OBSI)C(2) =IA3M
OBSDC(3)=IATS
OBSUC (4) =IDND
OBS0C (5) =IDM
OBSIOC (6) =IDNS

OBSLOC (7) =EIT
OBSU0C (8) =CIS
FLNG=l
GO TO11

C
C convert to XYZ coordinates

160 CALL XM 2XYZ (LIAM, LAM, IATS, LDI , , HEIGfI, Xl ,Y1, ZI)
C
C calc new position based on course
C
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IF (IATD .Gr. 0) THEN
I)TS-5*OS(2*3. 14J.59*CI'S/360) +LATS

EISE
IAS=AJS-5*SIN(2*3. 14159*CI'S/360)

ENIDIF
C

IF (tCND .Gr. 0) MhEN
ICtzs=5*SfI(2*3. 14159*CrS/36O)+TLCM

I ~S-M5*SIN(2*3. 14159*CIS/360)
END IF

C
C conivert now positionl to XYZ ooridinates
C

CALL E2XYZ (IATID, LATM, LAIS, LOtND, 102M, I*C, MHr, X2, Y2, Z2)

END
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SUERYrINE MORIEN(]M,Xl,Y1,Zl,X2,Y2,Z2)
C
C 'IHIS IFXJTIME Eh IN MTE ANGU OF FD=AI'CtN
C! OF THE~ IMAGE PLANE WflM RESPECrTO r1D WOWD CODRNaTE AXLES.
C! AND CALCL)LATES THE NEW H MAX FUR THE NEW VIEWER IDCA=ON
C
C INPVIS = Xl ,Yl, Zi observer locationx
C! X2 ,Y2, Z2 observer directioni point
C!
C! OmmUs = M() 3D - 2D xfonn matrix
C

C
REAL*8 MANX,MAGNY,MANZ
REAL*8 XVC, X VECY, X VECZ, Y VECD, Y VECY,Y _VECZ
REAIJ*8 ZVECX,ZVECY,Z VEaZ,Xl,Y1,Z1,X2,Y2,Z2
REAL*8 )f(3,3)

C
C get the two OBS WC points

V C andi set up vectors
C

YVECX=Xl
Y VECY=Yl

C
C select another point along the track
C

Z VECX=X.-X2
Z7VECY=Y1-Y2
Z7VECZ1-Z-Z2

C
C use the cross product of Y CROSS Z to obtain the X vector
C

X VECX=((Y VECY*Z VECZ) -(Y_ VECZ*ZVECY))
XVECY=( (Y VEC~Z*Z VEX) -(Y_ VE(*ZVECZ))
X-VEXZ= ( (YVEC*Z VECY) -( (YEtJY* _VEOC))
MAw_Z=SQr( (Z VEE(**2)+(Z VECY**2)+(Z VECZ**2))
I.r-NX=SQI( (X VEOC**2)+(X VECY**2)+(X VECZ**2))
MAZNY=SQ=r( (yLVE)CX**2) +(Y VECY**2) +(VEC**2))
MK(1,1)=X VECX/]AGNX
M(l,2)=VECY/MAGNX
*M(1,3)=XVEC/MAGN_
M (2, 1)=YVEO/MAGNY
*M(2, 2)=YVECY/MAGNY
*M(2, 3) =Y VECZ/MAGN_y
* (3, 1) -Z VEOV/!AGN_
M(3,2)--Z VECY/MAGN_
M(3,3)=-ZV3YL/MAGNI_Z

EN~D
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C
C

XYZ ,FOCaJS,M, IMX, IMAY,HIIXCN,DEPI!H)
C
C TMI SUHWI'IN QCEUTS IHM NEWJ IA AND JA SCREEN
C COODlNAa' FROM MIE GIVEN4 OBSEVER ID=AICN.
C
C INPUTS = Xl ,Yl, Zi observer locationi
C X2 ,Y2, Z2 observer directioni point
c rI= # elev points
C M() 3d. - 2d xfonn matrix
C FOCUS focal length
C XYZ () dzts coordinates of elev data
C
C WIWIT = flAX0( x im~age coordinate
C IMA-Y () y image coordinate
C HIDD () flag for points hidd3en behind FOV
C DEPIH() depth of each point
C
C********************************

IMPICIT fl1ME)ER (A-Z)
C

CO4VN /ELEV/ ML'ELV, cflL EILV, WMELEV
C

C nGR= R IMN(0 _ZV

REAL*8 Xl,Yl,Zl,FDaJS,M(3,3)
REAL*8 X, Y, Z, XIMA~, YIMA, DENCZ4, DEPIH ('It rEIv)
REAL*8 XYZ (70IT ELEV, 3) , DX (70tT_EILV) ,IM@AY (TOT ELMV
REAL,*8 X2,Y2,Z2,OBSVECX,OBSVECY,0BSVECZ
RFAL*8 OWJVECX, OWJ VECY , OBJVECZ, MAG_0B , MGOBJ
REAL*8 COS_ JHE7A,VPJJJE

C
VAIIJE=9 0. 0
VAI.UDCOX(VAIJE/57.2957795l)

C
170 20 fl-=l, ITOr

X=XYZ (IR, 1)
Y=XYZ (IR,2)
Z--XYZ (IR, 3)

C
C caic the ctbsv
C

0BSVEX=X2 -Xl
OBSVEZY=Y2-Yl
OBSVECZ-=Z2-Zl
MAG_0B=SQIRT(0BS VECX**2+0BVECY**2+OBS VECZ**2)

C
C caic the dbj vec
C
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OWIVECX=X-XC2
OBI VEXCf=Y-Y2
OBJ VECZ=Z-Z2

MQGOBJT=SQW'(OB VECX**240B3_VEfl'*24OBJ_ VBCZ**2)

C clc ostheta, where theta is angle between line of sight
C and dbject. point.
C

OO IMAB VEC*OB VEC(4OBS VBCYOBJ VBCY40B VECZ*OBJT VB
OOS 7~HETOrMWW (PBO*GOBJ)

C
C nodceck if OOS(theta) > 0 -> angle < 90 degrees
C

IF (OOS MMA .Gr. VAUJE) OM

YTJM=-FOCS* (M(2,) (X-l) +M(2, 2) (Y-Yl) +M(2, 3) (Z-Zl1))/DENOM

YrMA--XElN*l000O0.0

C
C save xima, yima in I1MX( IAY () array taiporarily
C

J3JX (IR) =XIM
IMAY (IR) =YIMA
DEPIH(IR) == (X ) **2) +((Y1-Y)**2) +((Z1-Z) **2))

ELSE
BIDEN (TER) =1

ENDIF
20 COTINUE
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C

C

SUJrfl4 XY2IJ (IA,JA,

C
C TMhI MOW=fl~ VLE TH IMAG PIR1' XDaw, YIM AND
C awIV THS TI4~O I ,J SCREEN FPflIS
C MUIS IS TH AFFIN XKRK~ - SEE REF 3
C
C DaIum = IMAX) x image coordinate
C IMAYO( y image coordinate
C )FR~lE image coordinate x axis size
C YFRAME image coordinate y axis size
C rI=i number of elev points
C IffME ( hidden point flag
C
C CUriui = IA ()screen x coordinate
C JA ()screen y uwordinate
C

C

O,9r1 /EIEV/ 10*JELEV, OflLELEV,l~ 'KTEIIV

flMERE IA (WIU ELEV) ,JA (TOT rEM, HMIN( QT EILV, rIOr
C

REAIA8 XIM,YIM,A1,A2 ,B,B2,Cl,2,lE~l
REAL*8 IMAX (70T _ELE'J) , MAY ( ITTELEV) , XFAM, YFRANE

C
IDJTA I M,J MAXV512.0,512.0/

C
C caic the aff in parameters
C

A1=XFRAMWE/ (IMAX*1. 0)

A2=0.0

B2=-YFRAME/ (J_ MAX*1. 0)
Cl=-XFRAME/2. 0
C2=-YFRAME/2 .0

C
MO 25 IR=1, ItYT

IF (HIDN(IR) .EQ. 1) G0 MI 25
) M V-- D X (I R)
YIMA=-IMAY(IR)
IA(IR)=(IM%-Cl)/A1
JA (IR) =(Yfl@--C2 )/B2

25 CCNTINLUE
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C
C********************************

C

PLL.AR, VD ID, MIU4, EPIH MVgD ID)
C
C 7M~I RO7INE WILL CHECK EACH PANEL AGAINS AL
c anESF VPM
C INRYS = IA ()
C JA( )
C IE1N
C IN3
C HI () flag for points hidden behind FV
C
C WT NS=IONE
C ***********************;********

C
IMLIT INTMEM (A--Z)

C
ax9m /EIEV/ IP_ELEV, QOL_.ILV, 'I7YrELEV, NPLANES

C
flINMG IGFY, N00EA,KRIEE_BNOCEC
INMGER IENM, IENtl4, IR, I,J
Iffi FEE IPLANES ,HICE('br ELV) ,PLAR(NPLANES, 5)

fITXE IA (7T t ELEV) , JA (70_ELEV, DPflIKEY (NPLANES)
C

INTEXER Xl,Y1,X2,Y2,X3,Y3
R'EAL*8 fEPTJ{(T7 ELEV)

C
LOGICAL SCMrF, PLUS, MINUS

C
C calculate the numbter of planes

JIPLANES- ( (IEN11-1) *2) * (fIEEN-1)

C
C read in the data for each plane
C

MO 100 MRlPANES
PI-APL AR(IR, 1)
PrB=-PL AR(IR, 2)
PIC=PLAR (IR, 3)
IF (HIREJ(PrA) .EQ. 1 XR. HIDCEN(PIB) EK2. 1 XR. HIMENJ(PIC)

. E. 1) THEN4
GO M1 100

FTE
COUAr1 ± 1~

EfLEY(0JNT)=IR
ENDIF

100 C1I'INUE
C
C sort depth values
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C

MO 105 LI-1, MPANES
IR= PIHKEY (L)
PL_ AR (IR,5) =MAX (EIH (FL AR (IR, 1))

105 COMflhE

CU QMCISC (PL! AR, IMMMiE, ECfLKEY)

@IL UIsD$RASFT,(D D

C
C nowi tbe g selcaon 20sae fga

C vice 256 sirtadspa
C

NIE (I(-E .Fx:. 0) IE
IFE (IQ-E .G(I 2)IQE=O

Y2&JA (I(IB)

C
110mi the raysae o20 hdsfga

C ie25 de

CS

IF (IM . Q. 0)IGMS

IF (GEMYGr.250)IG;M=94

Xl=IA(OEE; A



C

C

SUBROUINE CIRSCR
C
C This rutine clears the screew
C
C Inpizts = - N
C
C citpzts = O
C

n4PLZCIT IITXE (A-Z)
IL S$aATE_AS IEBAM(PTLID)

CALL S93$ERSEPASTEBOARD(PB ID)

C
CJWf4 VSC(,ISC

C

C INUTS = M
C MIEN
C SEC
C
C CruTPs=- SEC
C

IF (M .GE. 0) MIENI
JEZJ Stz .1 N*60+MG*3600

ELSE I
SBE~*360-K*60-SEC

ENDIF

ED
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C

MSUrINE qJICZOT (ARRA, COUN1T, ME)

C INP = ARRAY () array to sort, sort on 5thi field
C KEY() key indiex to main array
C aui]r miirier of elemnts to sort

C WrPrTD IKEYO () w key indiex to main array

C

IHLIcIT INTEXE (A-Z)

CMMN/EEV/NN,MM, TI,NPIMNES

DnG CO, KEY(NPAF,)
IWER~ ARRAY (NPLANES, 5)

ST (1, 1) =1
ST (1,2) CJUNT

MO IHEIE (SP .NE. 0)
ir (SP, 1)
R=ST(SP, 2)
SP=SP-1
DO WILE (R .Gr. L)

LI[=L
RI=R

SA=ARRA(ME(INM) , 5)
DO WHIIE (LI ILE. RI)

DOWIIIE (ARRAY (KEY (L) ,5) .LT. SA)
IT=LI+l

ENDDO
DO WHILE (ARRAY(KEY(RI),5) .Gr. SA)

RI=RI-1
EN4D M
IF (LI .IE. RI) MEND~

TEMKEY (LI)
ITY (LI) =KEY (RI)
IKEY(RI)=TE7P
lx=LI+1
RI=RI-l

FE4DIF
END M
IF ((R-LI) .GT. (RI-L)) MEN~

IF (L ML. RI) TMHE
S~P+-P41
ST (SP, 1) =L
ST(SP,2)=RI

ENDIF
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ESE
IF (LI .iLT. R) 11HDI

ST(SP, 1) =LI
Sr (SP, 2) =R

EN4DIF
R=RI

ENIDIF

REIUI"
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C
S~LM4EJ IMAGE SAVE (WD ID, FILE NME, FLG)

C

IMPIT DMMM E(A-Z)
C

C0JARACE1 FILENAME*(*) ,NANE1*23,NAME2*23

DUThEE WD ID, FlAG
C

DAMh PRIDA/O/

DATA IFAEIGf/0/
DAMh BPPIXE/0/

C
C determine the size of the image bu~ffer
C

CALL UISDC$READIMAGE (WD ID, 0,0,512,512, IMDI, I {EICT, BPPIXE,

C

C
C open the exterral files
C

IF (FLAG .EQ. 1) TIHEN
C1=IN=X (FIk NAME, ''

IF (Cl . EQ. 0) THEN
C2-flM(FILE NAE."
NAME1=FINAE (1:C2-1)//' .SIZ'I

FTNAME2=IENAME(: C2-1)// .IM I

NAMEl=FIIENAE(1:C1-l) 1/'.SIZ'
NAME2=FIJ. NAME

ENDIF
WRITE (6, *) NAMEl, NME2
OPEN (UNI'P=11, FIIFAAME1, sTnus= 'NDE',

.0 ~~~ACCES-- ISEBUE?= I, FtRUINFUNTA= I
C

OPEN (tNT--l 0, FILE=NME2, SBTX>US= I'NEW',

WRITE(11) VIDIH, ItEIQr, BPPIXEL, RF1=E
C
C allocate virtual memry for the buffer
C

STAUS-IB$L'rIn (RVLM ENO )
IF (.NOT. SnAUM) CALL LIB$SIOP(%VAL(S'IWIU))

ENDIF
C
C extract and store private data in buiffer
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c
CALL UISDC$READIMAGE (WD ID, 0, 0, 512, 512, W~IDTH, RMAIGHr, BPPDEL,

%VAL(ENCflOM)),RETIEN)
C
C call subrcutire to write the caitents of the buiffer
C

Salll BHJFFERITE (%VAL(E94CXM) ,PEN~, 10)

C

c B~ffIN HJF E TE (BFT R IEG-, WLN)

C

BYTE NJTFER (IEGIH)
C

WRITE (WJN) JFFER
C

RETIUN
EDD
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